**Discriminant Function Analysis via CART**

Discriminant Function Analysis (also called Discriminant Analysis as well as a confusing array of other names [canonical variates analysis, multiple discriminant analysis, etc.]) is similar to Cluster Analysis. The two primary objectives of DFA are to (1) describe differences among groups that you’ve already identified (e.g. via Cluster Analysis) and (2) predict the likelihood that an entity of unknown origin can be correctly assigned to one of those groups based on a suite of discriminating characteristics. It is an eigenanalysis technique that maximally separates a fixed number of *a priori*-defined groups. These pre-defined groups is what separates DFA from other forms of analysis. Like the methods we’ve covered over the past few weeks, DFA is a form of ordination, where the objective is to find discriminant functions (linear combinations of variables that maximize the grouping of objects into separate classes) that best differentiate groups in your data. In DFA, the independent variables in your dataset are used as predictors of group membership (making the groups the dependent variables). DFA generates synthetic variables (the discriminant functions) that maximize the formation of well-separated clusters of objects. An eigenvalue associated with each discriminant function indicates its ability to separate objects (larger is better).

(There are several forms of DFA, including linear, quadratic, Gaussian, and others. Today we are focusing on linear discriminant analysis, which uses linear combinations of predictors to predict the class of a given observation. Linear discrim. analysis is recommended if your dataset is small, although how small is not specified.)

To determine whether our pre-defined groupings really differ from each other, and to identify which variables best account for those differences, we will use a decision tree method, employing R’s version of Classification and Regression Trees (CART).

In the previous lesson, we classified the Bryce Canyon data into discrete clusters based on species composition using a variety of classification algorithms. The objective of these classification efforts was to produce groups that were distinct. We evaluated the success of these efforts using a variety of measures, including within-cluster/among-cluster similarity ratios and mean silhouette widths. In this lesson we will use those clusters as our *a priori*-defined groups to determine the degree to which site membership in a cluster is predictable from environmental variables not used in the classification. Given the environmental variables of each group, can we predict community composition? Here we'll be predicting total community composition within groups.

**Assumptions:**

* Homogeneous within-group variances: this is often violated when sample sizes are unequal and small.
* Multivariate normality within groups: DFA is relatively robust to violations of this assumption, particularly with respect to skew, but it is sensitive to outliers.
* Linear relationships among variables: this is commonly violated with ecological community data.
* Prior probabilities: these are the sampling probabilities for each of your pre-defined groups. They are seldom known and so they are typically assumed to be proportional to the number of samples in each group.

**Steps:**

1. Typically, you first perform a Cluster Analysis to identify groups in your data.
2. You then perform a DFA, which creates discriminant functions (synthetic variables) that will maximize the separation of objects among different groups. These algorithms also allow for predictive classification of new objects of unknown provenance into one of the groups based on the values of the measured explanatory variables. The DFA is examined to determine whether objects drawn iteratively from the dataset can be correctly assigned to their appropriate group.
3. Next you need to check for misclassification rates. We will use a decision tree approach to do so, but there are many other methods out there.
   1. If the misclassification rates are low, then you can describe the groups based on contributions of individual variables, like we did in other forms of ordination.
   2. If the misclassification rate is high, then you may need to refine your groups, e.g. via a different Cluster Analysis algorithm, and then repeat from step 2 until the misclassification rate is sufficiently low (at least better than random).
   3. Also build a confusion matrix to determine which clusters are consistently confused with which other clusters.
4. One you have a misclassification rate that is sufficiently low, then you may wish to examine group means, standard deviations, or other statistics via standard univariate stats tests on individual variables.

We will do steps 1-3 today (and for your assignment). (Because step 4 is a straightforward extension, I am skipping it for brevity.) I present an example below to illustrate the process. It is an extension of Cluster Analysis. The function lda() in *MASS* can also be used to conduct a DFA, but the approach I present below is more intuitive and straightforward in my mind.

**Example:**

Open a new RStudio session (with your class working directory) with the following libraries:

*labdsv*

*MASS*

*MVA*

*optpart*

*stats*

*tree* – this is a new library, so install it first

*vegan*

Load the Canyon site vegetation dataset (bryceveg.R) as an object named veg (with header = TRUE). Then use vegdist() to create a dissimilarity matrix named dis.bc, using the Bray-Curtis metric. (We are using the Bray-Curtis metric in this example because we have already used it in other lessons. You can play around with other metrics. For example, the Mahalanobis metric is often recommended in DFA because it is a metric that inherently tries to find separations. However, when I did a DFA with clusters of a Mahalanobis object, it was a mess! There were far too many groups with single members, no matter how I sliced the dendrogram, for CART to work with.)

First, we need to have our pre-defined groups, created via Cluster Analysis. I will create two different cluster outcomes. The first approach will be a hierarchical cluster analysis using the complete linkage or farthest-neighbor algorithm:

hcl1 <- hclust(dis.bc,method="complete")

plot(hcl1)
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I'll slice the dendrogram at height = 0.99 to generate clusters:

hcl1.99 <- cutree(hcl1,h=0.99)

table(hcl1.99)

1 2 3 4 5 6 7 8

38 46 17 2 14 32 7 4

The result is eight clusters, with three of them (4, 7, and 8) being rather small.

The other approach is to use *optpart* (“optional partitioning”) to break the same dataset into 5 clusters. optpart() uses a single-linkage (nearest-neighbor) approach, the opposite of what we just did:

opt5 <- optpart(5,dis.bc)

table(opt5$clustering)

1 2 3 4 5

38 92 14 12 4

The result is five clusters (as requested), although one (cluster 5) is rather small. This tree (opt5) is a little simpler than hcl.99 since it was built around 5 clusters instead of 8.

So now that we have groupings (clusters), we can perform DFA, and use it to examine how the groups separate with respect to environmental variables. There are many ways of doing so (e.g. linear discriminant analysis, quadratic discriminant analysis, and others; check out candisc() in the *candisc* package for more info); today we will use a **decision tree approach** (a.k.a. **tree classifiers** method). Tree classifiers are often called **CART (Classification And Regression Trees)**, but technically, CART is a specific (copyrighted and trade-marked) example of such an approach.

Tree classifiers act like dichotomous keys (“If object has this property, it goes here; if not, it goes there”).

Install the package *tree*; in it, the tree classifier is called tree().

**Tree classifiers:**

Tree classifiers can be used to complement DFA (as we will do), but they can also be stand-alone analyses.

Load the brycesite.R site x environment dataset (with header=TRUE) as an object named site, and then attach(site).

To use the tree() function we use a formula with a dependent variable to the left of the ~ and independent (predictor) variables on the right:

tree1 <- tree(factor(hcl1.99) ~ elev + av + slope + depth + pos)

The factor() argument is required so that the tree() function will recognize hcl1.99 as a categorical variable rather than numeric. (Don’t worry about the warning message here.)

The tree can be plotted and labeled with the following sequence:

plot(tree1)

text(tree1)

![](data:image/png;base64,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)

The tree grows downward: the “root” at the top, and each sequential split along each branch as you travel down the tree is labeled with the respective criterion for splitting. Values that are true go left; values that are false go right. The height of the vertical bar above each split reflects the decrease in **deviance** associated with that split. Deviance is similar to variance in that it assesses the variability around an estimate or model; as such, it can be used as an assay of goodness of fit, with low values of deviance being the goal. We’ve seen before (in the lesson on CCA) that adding variables can improve a model, but with a danger of overfitting. The addition of each variable should reduce the deviance, but at the price of a degree of freedom.

To see the output, just type its name:

tree1

node), split, n, deviance, yval, (yprob)

\* denotes terminal node

1) root 145 501.900 2 ( 0.25517 0.27586 0.08966 0.01379 0.08966 ... 0.01379 )

2) elev < 7980 83 273.200 6 ( 0.00000 0.18072 0.15663 0.02410 ... 0.02410 )

4) elev < 7580 34 87.550 3 ( 0.00000 0.14706 0.38235 0.02941 ... 0.05882 )

8) elev < 6980 14 7.205 5 ( 0.00000 0.00000 0.07143 0.00000 ... 0.00000 ) \*

9) elev > 6980 20 41.320 3 ( 0.00000 0.25000 0.60000 0.05000 ... 0.10000 )

18) av < 0.7 15 24.100 3 ( 0.00000 0.26667 0.66667 0.06667 ... 0.00000 ) \*

19) av > 0.7 5 10.550 3 ( 0.00000 0.20000 0.40000 0.00000 ... 0.40000 ) \*

5) elev > 7580 49 95.200 6 ( 0.00000 0.20408 0.00000 0.02041 ... 0.00000 )

10) slope < 2.5 20 48.230 2 ( 0.00000 0.40000 0.00000 0.05000 ... 0.00000 )

20) elev < 7845 10 12.220 2 ( 0.00000 0.70000 0.00000 0.00000 ... 0.00000 ) \*

21) elev > 7845 10 18.810 7 ( 0.00000 0.10000 0.00000 0.10000 ... 0.00000 ) \*

11) slope > 2.5 29 14.560 6 ( 0.00000 0.06897 0.00000 0.00000 ... 0.00000 )

22) av < 0.94 24 0.000 6 ( 0.00000 0.00000 0.00000 0.00000 ... 0.00000 ) \*

23) av > 0.94 5 6.730 6 ( 0.00000 0.40000 0.00000 0.00000 ... 0.00000 ) \*

3) elev > 7980 62 83.610 1 ( 0.59677 0.40323 0.00000 0.00000 0.00000 ... )

6) elev < 8650 45 61.830 2 ( 0.44444 0.55556 0.00000 0.00000 ... 0.00000 )

12) av < 0.94 34 42.810 2 ( 0.32353 0.67647 0.00000 0.00000 ... 0.00000 ) \*

13) av > 0.94 11 10.430 1 ( 0.81818 0.18182 0.00000 0.00000 ... 0.00000 ) \*

7) elev > 8650 17 0.000 1 ( 1.00000 0.00000 0.00000 0.00000 ... 0.00000 ) \*

This output takes a little explaining (and a little manipulating to fit; the ellipses […] represent class probabilities I've deleted to make this all fit on a page in portrait orientation). The tree is a dichotomous key (similar to a dichotomous taxonomic classification key). The first line is the root node (which you can think of as the trunk of the tree), which indicates that:

* there are 145 plots (plots with missing [NA] values were dropped out, so it's less than the 160 sites in the dataset)
* the null deviance is 501.900
* the null type of cluster (most likely) is 2
* the respective probabilities for the 8 clusters are 0.22517, 0.27586, ... etc.

From that root line in your output, you can see that the maximum probability is for cluster 2 = 0.27586.

Had we followed branch 3 (which I’ve highlighted in yellow to make it easier to see),

* there are 62 plots
* the deviance is 83.610
* the most likely cluster is 1

Note that the sum of the respective deviances at the first split after the root (denoted by the tabbed entries, i.e., 2 and 3) is less than the null deviance, i.e., 273.200 + 83.610 < 501.900. In fact, we achieved a reduction in deviance of 501.90 - (273.200 + 83.610) = 145.09 with just a single split. The objective of the tree classifier is to minimize the deviance of the tree with each split, and the optimal split is calculated by comparing reductions in deviance. No other possible split in these data would have achieved as significant a reduction in deviance as achieved here.

We now simply proceed the same for each remaining branchings (splits). For example, on branch 2, where we now have 83 plots, the next split is

4) elev < 7580 34 87.550 3 ( 0.00000 0.14706 0.38235 ... 0.00000 0.05882)

5) elev > 7580 49 95.200 6 ( 0.00000 0.20408 0.00000 ... 0.14286 0.00000)

Branches continue splitting until (i) they become purely homogeneous or (ii) they become too small to split. In tree(), the minimum "terminal node" size is 10, and the minimal number of plots to be split off is 5. Once the tree is finished splitting, terminal nodes are designated with an asterisk at the end of the probability vector, as seen for nodes 8, 18, and 19 (among others) in the tree above. Terminal nodes are equivalent to coming to the identification of a species in a taxonomic key, and predict the type for all sample in that node.

To see a simple summary of the results, enter:

summary(tree1)

Classification tree:

tree(formula = factor(hcl1.99) ~ elev + av + slope + depth + pos)

Variables actually used in tree construction:

[1] "elev" "slope" "av"

Number of terminal nodes: 10

Residual mean deviance: 0.9841 = 132.8 / 135

Misclassification error rate: 0.2069 = 30 / 145

Several important pieces of information are given:

* Although there were five variables in the model, only elev, slope, and av were used (depth and pos were not important; variables that are never used in a split are dropped).
* Although there were only 8 clusters to predict, there are 10 terminal nodes.
* The misclassification error rate is 20.69%, which is 30 out of 145.

Let’s cover each of these in more detail now. First, if we gave the classifier five variables to use, why did it only use three? At each split, the best variable (that gives the maximum reduction in deviance) is used, and a single variable can be used more than once. In this example, soil depth and topographic position were never used and so were dropped from the analysis. In contrast, elev was used repeatedly.

If there were eight clusters, why are there 10 terminal nodes? For some types there is more than one route to a terminal node. For example, nodes 22 and 23 (among others) both predict cluster 6, but nodes 22 and 23 are a single split, and yet both predict cluster 6. Why is that? Node 22 predicts type 6 perfectly (p = 1.0, dev. = 0) whereas node 23 is less reliable (p = 0.60, dev. = 6.73). Splitting node 11 into 22 and 23 achieved a reduction in deviance of 14.560 - (6.730 + 0.000) = 7.83 with a single split, even though both branches predicted the same type. Less obvious at first glance is that some clusters were never predicted at all: None of the terminal nodes predicted clusters 4 or 8. There were too few plots in those types to work with, and they fell below tree()’s minimum splitting rule of at least 5 plots/type.

The **misclassification error rate** was 30 out of 145 = 0.2069 or 20.69%. That's not great (basically 1 out of 5 entries would be misclassified). Surprisingly, there is no consensus as to what a good error rate is. Certainly you would want something better than random (i.e., < 50%). But in addition to the overall misclassification error rate, there is also the matter of determining which types were confused with which other types. We can view this in a table called a **confusion matrix**. To create such a matrix, we need the vector of predicted type for each plot. This we obtain as follows:

tree1.pred <- predict(tree1,newdata=site,type="class")

tree1.pred

[1] 1 1 1 1 2 2 2 1 2 2 2 1 2 2 2 1 2 3 2 2 2 2 2 1 2 2 2 2 1 2 2 1 2

[34] 2 1 2 3 2 1 2 2 2 2 2 2 1 2 1 2 2 6 7 3 2 2 1 2 1 1 1 1 1 1 2 1 1

[67] 1 2 1 3 3 3 3 3 8 3 3 2 2 6 6 2 2 3 1 1 1 5 5 5 5 5 5 5 5 5 5 5 5

[100] 5 5 6 2 6 2 6 6 2 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 6 6 6 6 6 7

[133] 7 7 7 7 7 7 6 6 7 3 3 3 3 3 3 3 3 8 5 8 3 3 3 3 5 5 5 3

Levels: 1 2 3 4 5 6 7 8

(Again, ignore the warning.) The predict function takes an existing tree and "keys out" the predicted membership of a set of plots (sites). It's often used to predict the membership of plots that weren't used in the model (as suggested by the name newdata= but can be used with the original data to get a vector of predicted types. Then we can use the table() function to create the confusion matrix:

table(tree1.pred,hcl1.99)

hcl1.99

tree1.pred 1 2 3 4 5 6 7 8

1 26 2 0 0 0 0 0 0

2 12 31 0 0 0 4 0 0

3 0 8 12 1 0 0 0 3

4 0 0 0 0 0 0 0 0

5 0 0 4 0 14 0 0 0

6 0 3 0 0 0 27 0 0

7 0 1 0 1 0 1 7 0

8 0 1 1 0 0 0 0 1

The actual values are in the columns and the predicted values are in the rows. The diagonals are thus the correct assignments. You can see some confusion between types 1 and 2 (2 + 12 = 14 errors) and 2 and 6 (4 + 3 = 7 errors), for example, and you can see where the missing types (4 and 8) are allocated (4 was misclassified into clusters 3 and 7, for example). (It’s called a confusion matrix because you can think of it as cluster 1 was confused with cluster 2, etc.)

Recall from the lesson on Cluster Analysis that the complete linkage (farthest-neighbor) algorithm as used above overestimates differences among groups whereas the single linkage (nearest-neighbor) approach underestimates them. You will use the single linkage approach in your homework assignment and compare its output to that generated above.

**Final notes on DFA:** The true discriminatory power of your assay will be found only when it is tested with a completely independent sample. If you have a very large dataset, it is best to hold back some of your original data (the normal rule of thumb is a random 10%) and then use that to check and see how well your model performs. This is called **cross-validation**: You use 90% of your data to train your model and the withheld 10% to test it. That way the test is independent because those data weren’t used to construct the model.

The examples we worked through were to examine overall communities by sites, but DFA can also be used to separate any groupings. For example, suppose you collect an individual that you suspect may belong to a new species; it’s similar to known species but is just different enough to make you wonder. You can use DFA on morphometric traits (from your individual compared to individuals of known species) to determine how distinct your individual is, and how likely it is to be misclassified as a known species. That kind of analysis is better performed with lda() in *MASS*.

**Assignment:** due 0800 Monday, May 3

Today, it will be easier if you do not start a fresh RStudio session because you will be extending work that you just did.

**Q1. Compare what we did in the first example above to a classification created via the single-linkage method, which resulted in a 5-cluster object we called opt5. Was the misclassification rate higher or lower than the complete/farthest-neighbor method? Which classes were most misclassified?**

**Q2. Now perform a DFA on the grassland.community.csv data we performed cluster analysis on last time (using the hierarchical average linkage method), with the four numerical variables from plot.metadata.csv.** Some important notes:

-Do not attach the plot.metadata.csv object.

-When you build your tree classifier with a hierarchical object rather than optpart, you have to specify $labels in

yourtreename <- tree(factor(yourRobject$labels) ~ etc.

-Because there are 27 sites in the grassland community data, the confusion matrix will be complicated, so you can skip it.

**How many clusters were formed? Of the four variables, which ones were used? What was the misclassification rate?**

Make an RMarkdown Word file of your work and turn that in. Be sure to include your answers to the questions asked! Turn in your assignment as a Word document via email to [iroro.tanshi@ttu.edu](mailto:iroro.tanshi@ttu.edu) no later than 8:00 a.m. on Monday of next week. In your email, please include the following as the Subject line:

Assignment on DFA

**Final course thoughts:**

This class covered some (but by no means all!) multivariate statistical approaches to analyzing data from ecological communities, using the R freeware statistical analysis package. R is perhaps the most widely used stats analysis package now, having replaced SAS, JMP, SYSTAT, SPSS, etc. in all government and non-profit agencies because of its price (free), transparency, and flexibility. Thus, this course has been designed as a kind of “buy one, get one free” class: learn stats, and learn some R alongside.

There are MANY other R packages out there that can do many of the analyses we did, with various other options, and there are LOTS of other ways of generating more attractive and informative plots. I encourage you to explore what packages might be useful to you in analyzing your own data.

And there are MANY other kinds of analyses that are relevant to understanding ecological communities. We covered the foundational analyses, but in no great depth. Your own research objectives may require analyses that we did not cover (such as various forms of ordination).

So even though we’re at the end of this course, you all are really at the start of your statistical analyses of ecological communities.